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- MAE, 33, 34
- MAPE, 33, 34
Markov switching, 337, 344, 345
martingales, 272, 328, 330
MASE, 34, 116, 117, 261, 295, 296
maximum likelihood estimation, 32, 272, 193, 221, 281, 295, 296
see also likelihood
quasi, 28
mean absolute error, see MAE
mean absolute percentage error, see MAPE
mean absolute scaled error, see MASE
mean squared error, see MSE
measurement equation, 14, 42, 218, 220
METS (modified ETS) model, 272, 274–276, 278, 279
minimum dimension models, 157–160
model classes, 34, 35, 266, 267
model selection, 38, 113, 127, 203, 204
model, statistical, 13
MSOE state space models, 15, 217, 255
multiple seasonality, 237, 263
model restrictions, 245, 247
multiple sources of error, see MSOE
state space models
multiplicative error models, 25, 27, 28, 270–277
multivariate exponential smoothing, 297, 310
negative binomial distribution, 287
negative entropy, 115
nonlinear state space models, 14, 61, 241
normalization, 131, 144, 159, 160
observability, 158, 170
observation equation, see measurement equation
optimization, 27, 31, 169, 235, 242
starting values, 32, 75, 80, 81
option prices, 225
order-up-to level, 319, 322
outliers, 143, 154, 155
over-dispersion, 288
parameter space, 32, 75, 163, 168, 229
penalized likelihood, 35, 113
see also information criteria
percentage errors, 33
see also MAPE
percentile, 21
point forecasts, 21, 14, 19, 25, 31, 65, 159
prediction intervals, 51, 21, 131, 135, 136, 158, 248
prediction validation, 287, 295
see also forecast mean
Poisson distribution, 287, 289, 292, 294
positive data, 205, 206
prediction distribution, 83, 90, 91
simulated, 84, 89, 135, 138
prediction error decomposition, 192
prediction intervals, 51, 21, 96, 98, 135
prediction validation, 124, 127
QR/upper triangular decomposition, 144
R software, 3
random seed state vector, 187, 216
random walk, 49, 65, 66, 149, 159, 178
reduced form, 96, 98, 134, 261, 263, 301
reachability, 138, 159
reorder level, 319, 321, 322
residual checks, 153, 158
RMSE, 251
root mean squared error, see RMSE
safety stock, 319, 322, 324
sales data, 314–318
scaled errors, 51, 126, 306
see also MASE
Schwarz BIC, see BIC
seasonal adjustment, 19, 121, 139, 140
seasonal levels model, 57, 76, 233
seasonal models/methods, see also double seasonal method, see also Holt-Winters’ method, see also multiple seasonality, see also normalization
fixed seasonality, 73
parsimonious, 57, 76, 235, 325
seas lessality, 18
 seemingly unrelated models, 299
simple exponential smoothing, 14
41, 22, 19, 88, 101, 117, 176, 177
seasonal models/methods, see also local level model
single exponential smoothing, 21
single source of error, see innovations state space models
sMAPE, 34
smooth transition autoregressive models, 337
smoothing time series, 204, 205
software, 3
SSOE state space models, see innovations state space models
stability, 45, 80, 53, 55, 77, 59, 65, 67, 68, 74, 79, 161, 163, 169, 170, 176
standardized variance, 192, 194, 195
198, 199, 201, 205, 216
STAR models, 337
start-up assumptions, see finite start-up assumption, see infinite start-up assumption
state equation, see transition equation
state space models, 14, 15, 25, 31
see also innovations state space models, see also MSOE state space models
state vector, 46, 47, 61, 62
stationarity, 45, 46, 53, 172, 176, 179
180, 189, 192, 206, 222, 288, 329
stochastic lead-times, 189, 192, 206, 222, 288, 329
stochastic trend, 339
stochastic volatility, 334
structural models, 15, 219, 229, 305, 306
sum of squared errors, 77, 192, 193, 201
see also
discounted sum of squared errors
symmetric mean absolute percentage error, see sMAPE
tests of Gaussianity, 154, 155
Theta method, 23, 56
threshold autoregressive models, 339
time series decomposition, 17, 19, 335
time series patterns, 111, 112
time series regression, 145–156
transition equation, 42, 55
transition matrix, 42, 55
transitory component, 336, 338, 339, 342–344
trend, 15, 335, 336, 339
triangular stochastic equations, 193
193, 209, 216
truncated Gaussian distribution, 266
uncertainty
sources of, 18
unstable sample paths, 257
VAL method, see prediction validation
VAR models, 297, 303, 304, 306, 309
VARIMA models, 297, 303, 304, 306, 310
vector error-correction model, 204
vector exponential smoothing, 297, 310
volatility, 268, 334
website, 3
weekly data, 57, 79, 81, 124, 149
282, 284
Wiener processes, 328, 330
Wiener-Kolmogorov filter, 252
Winters’ method, see Holt-Winters’ method
Wold decomposition, 45, 46, 173, 223
338